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the dense packing above the b face of the corrin
ring (fig. S4A). The same steric constraints would
disable an initial nucleophilic attack of CoI on
PCE. Instead, the short substrate-cofactor distances
would allow the second electron transfer to occur
either directly from the proximal [4Fe-4S] cluster
or via the Co ion (Fig. 4). The strictly conserved
Tyr246 is pointing with its phenolic hydroxyl group
toward C1 and could donate the required proton
to neutralize the carbanion (20). Deprotonation
of Tyr246 could be stabilized by the neighboring
positive charge of Arg305. Equally, a role of Tyr246

in a radical route (18) cannot be excluded.
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WORKING MEMORY

Medial prefrontal activity during
delay period contributes to learning
of a working memory task
Ding Liu,1,2* Xiaowei Gu,1,2* Jia Zhu,1,2* Xiaoxing Zhang,1 Zhe Han,1,2

Wenjun Yan,1,2 Qi Cheng,1,2 Jiang Hao,1† Hongmei Fan,1 Ruiqing Hou,1 Zhaoqin Chen,1

Yulei Chen,1 Chengyu T. Li1‡

Cognitive processes require working memory (WM) that involves a brief period of memory
retention known as the delay period. Elevated delay-period activity in the medial
prefrontal cortex (mPFC) has been observed, but its functional role in WM tasks remains
unclear. We optogenetically suppressed or enhanced activity of pyramidal neurons in
mouse mPFC during the delay period. Behavioral performance was impaired during the
learning phase but not after the mice were well trained. Delay-period mPFC activity
appeared to be more important in memory retention than in inhibitory control,
decision-making, or motor selection. Furthermore, endogenous delay-period mPFC
activity showed more prominent modulation that correlated with memory retention and
behavioral performance. Thus, properly regulated mPFC delay-period activity is
critical for information retention during learning of a WM task.

W
orking memory (WM) is essential for
cognition by allowing active retention of
behaviorally relevant information over a
short duration knownas the delay period
(1–3). Previous studies have shown that

the prefrontal cortex (PFC) is crucial for WM,
because perturbation of PFC activity impaired
WM (3) and WM-related activity was observed
during the delay period in neurons of dorsal-
lateral PFC (DL-PFC) in primates and medial
PFC (mPFC) in rodents (3–10). Nevertheless,
the functional role of PFC delay-period activity
in WM remains unclear. Memory retention and
attentional control are leading candidates (2, 3, 11).
However, PFC is also critical for other brain
functions (3, 12, 13) and has been suggested to
be important for inhibitory control (14), decision-
making (15), or motor selection (16). These roles
cannot be distinguished by a delayed-response
task, inwhich decision-making precedes the delay
period (3, 12). In addition, traditional methods for
perturbing neural activity (3), including trans-
cranial magnetic stimulation (17) and electrical
stimulation (18), do not provide the temporal res-
olution and cell-type specificity required for de-
lineating the functional role of PFC delay-period
activity in WM. We addressed these issues by
using aWM taskwith a delay period designed to
temporally separate memory retention from
other functions (5, 6, 19, 20) and optogenetic
approaches (21) to bidirectionally manipulate

mPFC activity of excitatory and inhibitory
neurons during the delay period.
Head-fixed mice were trained to perform an

olfactory delayed nonmatch to sample (DNMS)
task (Fig. 1, A and B; fig. S1; and movie S1), a
modified version of the behavioral paradigms
previously used in rats (19, 20). For each trial,
an olfactory stimulus (ethyl acetate, EA, or 2-
pentanone, 2P) was presented as the sample,
followed by a delay period (4 to 5 s) and then a
testing olfactory stimulus, either matched or non-
matched to the sample. Water-restricted mice
were rewarded with water if they licked within a
response time window in the nonmatch but not
match trials (Fig. 1B and fig. S2). During the de-
lay period, mice need to retain the information
associated with the odor sample. The perform-
ance correct rate (referred to hereafter as per-
formance), correct rejection rate, discriminability
(d’), and lick efficiency steadily increased through-
out the training, but there was a ceiling effect for
thehit rate (Fig. 1, CandD, and fig. S3). Thepotential
involvement of visual, auditory, or somatosensory
cues was excluded (fig. S4A). The performance
decreased with increasing duration of the delay
period (fig. S4B), a typical hallmark of WM para-
digms (1, 3). For a genuine WM task, subjects
should be able to performbeyond two cues (19, 20),
which was indeed observed (fig. S4C). We next
expressed hM4Di, a designer receptor exclusively
activated by designer drug (DREADD) (22), in
mPFC with adeno-associated virus (AAV). Sup-
pression of neural activity (fig. S5) by intraperitoneal
injection of clozapine-N-oxide (CNO) significantly
impaired the performance of themice during the
learning phase (days 1 to 5, Fig. 1E; statistics
shown in table S1).
It is essential that mice were using WM in-

stead of residual odor during the delay period to
perform the task. Photoionization detector (PID)
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measurements were used to ensure minimal re-
sidual odor in the construction of the olfactom-
etry system (fig. S6A). In addition, a behavioral
control experiment (nonmatch to long duration
sample, NMLS) was performed to further ex-
clude possible involvement of residual odor un-
detectable by PID. In this task, odor samples were
provided during a period corresponding to the
delay period in the standard DNMS task to sim-
ulate potential delay-period residual odor (fig. S6B).
The sample concentration for the chance level
performance of the NMLS task was well above
the PID-detected residual level during the delay
period in the standard DNMS task (fig. S6C).
We then suppressed the delay-period activity

of pyramidal neurons with optogenetic meth-
ods. It was first achieved through activating
g-aminobutyric acid–releasing (GABAergic) in-
hibitory neurons expressed with channel rho-
dopsin (ChR2).We stereotactically and bilaterally
injected AAV carrying a Cre-inducible gene en-
coding ChR2 [pAAV-Ef1a-DIO-ChR2(H134R)-
mCherry (21); referred hereafter as DIO-ChR2]
or mCherry (pAAV-Ef1a-DIO-mCherry, hereafter
DIO-mCherry) into mPFC of vesicular GABA
transporter (VGAT)–Cre transgenic mice (23).
Expression and activity-suppression efficiency
were verified by immunostaining and op-tetrode
recording (fig. S7 and Fig. 2B). Optogenetic
manipulation could influence neurons within
1.4 mm from an optical fiber (fig. S8) and affect
all subregions of mPFC (fig. S7). Behavioral and

optogenetic experiments were performed in a
blind design. Step laser illumination (473 nm,
2 mW) was applied in the last 4 s of the 5-s
delay period in all trials throughout the learning
(Fig. 2A). Suppressing the delay-period activity
of mPFC pyramidal neurons in the learning
phase impaired behavioral performance, asman-
ifested by the deficits in performance, correct
rejection rate, d’, lick efficiency, number of trials
to criterion (performance above 80% for con-
secutive 40 trials), and consecutive false choice
(Fig. 2, A and B; figs. S9 and S10; and table S2),
but not hit rate (Fig. 2B). Optogenetic suppres-
sion of mPFC delay-period activity failed to im-
pair WM performance in well-trained mice (based
on the averaged results from day 8, Fig. 2, A and
B, and table S2), although session-based analysis
revealed a small degree of relearning at the ini-
tial sessions, which was significantly influenced
by suppressing delay-period activity (fig. S11).
The results were consistent with the suggested
role of PFC in performing novel and attention-
demanding, rather than routine andwell-rehearsed,
tasks (2, 3, 12, 24).
To directly suppress activity of mPFC pyram-

idal neurons, we expressed halo-rhodopsin (NpHR)
(21) or enhanced yellow fluorescent protein (eYFP)
in pyramidal neurons by injecting AAV-CaMKIIa-
eNpHR3.0-eYFP or AAV-CaMKIIa-eYFP into mPFC.
The expression and functionality of NpHR were
verified by immunostaining and op-tetrode re-
cording (fig. S12 and Fig. 2D). Direct suppression

of delay-period activity of pyramidal neurons in
mPFC by step laser illumination (532 nm, 10mW)
impaired WM performance during the learning
phase but not after the mice were well trained
(Fig. 2, C and D; figs. S13 and S14; and table S3).
To examine whether optogenetic manipula-

tion influenced WM on a trial-by-trial basis, we
suppressed mPFC delay-period activity in an
interleaved laser on/off design (Fig. 2E). Perform-
ance was indeed impaired in laser-on trials
(Fig. 2, E and F; fig. S15; and table S4). To ex-
amine the regional specificity of the behavioral
effects of optogenetic manipulation, we sup-
pressed delay-period activity in somatosensory
cortex (S1) and found no impairment in WM
performance (fig. S16).
To further determine whether elevating activ-

ity of mPFC pyramidal neurons during the delay
period could affect the learning of a WM task,
we expressed AAV-CaMKIIa-ChR2-mCherry or
AAV-CaMKIIa-mCherry in mPFC of wild-type
mice (Fig. 3A and fig. S17). We then applied step
laser illumination (473 nm, 0.8 mW) throughout
learning. When optogenetic activation was per-
formed during the learning phase, CaMKIIa-
ChR2 mice performed worse than the control
group (Fig. 3A and table S5). Both hit and correct
rejection rates were modulated (Fig. 3B). By con-
trast, optogenetic activationduring thewell-trained
phase had no effect on the performance, although
the correct rejection ratewas significantly decreased.
Similar results were obtained by enhancingmPFC
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delay-period activity with laser illumination in an
odor-sample specific manner (fig. S18). Thus, el-
evating mPFC activity during the delay period
interfered with the learning of the WM task.
In further experiments, we suppressed mPFC

activity through NpHR in the second odor-
delivery period, during which decision-making
behavior occurred. Behavioral performance was
unaffected early in learning (days 1 and 2) but
was impaired after day 3 (fig. S19). Therefore, the

contribution of mPFC delay-period activity in
learning of the WM task was temporally specific,
a result distinct frombut not contradictory to the
previous findings of behavioral deficits in well-
trained subjects using classic techniques to per-
turb mPFC activity (3, 15).
To study the functional specificity of opto-

genetic manipulation, we used behavioral exper-
iments of a nonmatch to sample taskwithout the
delay period (NMS-WD, Fig. 3C) and a go/no-go

odor discrimination task (GNG, Fig. 3E). Both
tasks required sensory encoding, inhibitory con-
trol, decision-making, and motor selection (fig.
S20A) but not memory retention. In the NMS-
WD task, laser illumination covered the entire
period for odor perception, decision-making, and
motor selection (Fig. 3C). In the GNG task with
random intertrial intervals, laser illumination
was applied after a trial-starting cue and before
the decision-making behavior occurred (Fig. 3E),
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Fig. 2. Suppressing mPFC
delay-period activity impaired
performance in learning of
the WM task. (A and B)
Performance, hit rates, and
correct rejection rates for
experiments, in which activity of
pyramidal neurons was sup-
pressed by activating GABAergic
neurons. Top in (A): paradigm
information. Top in (B): activity-
suppression efficiency revealed
by awake op-tetrode recording in
vivo. FR, firing rate. (C and D) As
in (A) and (B) with NpHR in
pyramidal neurons. (E and F) As
in (A) and (B) with interleaved
laser on/off design. *P = 0.016;
**P = 0.003; ***P < 0.001; n.s.,
not significant; learning:
Tw-ANOVA-md; well-trained:
Mann-Whitney U test.

RESEARCH | REPORTS



simulating the delay period in the DNMS task
(fig. S20B). We found that behavioral perform-
ance was not affected by laser illumination in all
trials, in either theNMS-WD (Fig. 3, C andD, and
table S6) or GNG (Fig. 3, E and F, and table S7)
task. In separate sets of experiments with an
interleaved laser on/off design, the same results
were obtained (figs. S21 and S22). Therefore,
mPFC delay-period activity appeared to be more
important in memory retention than sensory en-

coding, inhibitory control, decision-making, and
motor selection.
To examine the neural correlates throughout

learning the WM task, we recorded single-unit
activity of mPFC by using custom-made tetrodes
(Fig. 4, A to C, and figs. S23 and S24). By lowering
recording electrodes each day, we recorded 564
neurons during the learning phase (days 1 to 5)
from 15 mice and 95 neurons from seven well-
trained (days 10 to 15) mice. Similar results were

obtained from 636 neurons of nine mice without
daily lowering of electrodes (figs. S25 to S28).
The delay-period activity was more prominently
modulated during the learning than the well-
trained phase (Fig. 4D and fig. S29). The delay-
period firing rates during the learning phase were
significantly higher for neurons with enhanced
delay-period activity and lower for suppressed
neurons, as compared with those in the well-
trained phase (Fig. 4E and table S8).
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Fig. 3. Importance of properly
regulated mPFC delay-period
activity and its functional role
in the WM task. (A and B)
Performance, hit rates, and
correct rejection rates in
experiments with elevated mPFC
activity during the delay period.
(C and D) Paradigm and
performance for NMS-WD
experiments with suppressed
mPFC activity. (E and F) As in
(C) and (D) for the GNG task.
**P = 0.002; ***P < 0.0001;
learning: Tw-ANOVA-md. ##P =
0.0048; well-trained: Mann-
Whitney U test.
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To retain odor-related information, delay-
period population activity should be different af-
ter distinct odor samples. We therefore visualized
population activity by principal component anal-
ysis (PCA) (25). The first three PCs captured the
majority of variance (72%). The trajectories dur-

ing the delay period after two different odor
samples were separated during the learning
but not the well-trained phase (Fig. 4F, fig. S30,
and movie S2), as quantified by the trajectory
distance (Fig. 4G). The results remained robust
by only using half of the neurons (fig. S31). We

further analyzed the sensitivity of delay-period
population trajectories to behavioral outcome
and found that trajectories in correct trials were
more separated than in error trials during the
learning but not well-trained phase (fig. S32).
In decoding analysis (26), delay-period activity

462 24 OCTOBER 2014 • VOL 346 ISSUE 6208 sciencemag.org SCIENCE

Fig. 4. Modulation of mPFC
delay-period activity in
learning the WM task. (A)
Images of microdrive (left),
tetrode (right top, electron
microscopy), and recording
sites (right bottom, indicated
by arrowheads). M2,
secondary motor area; Cg1,
cingulate cortex, area 1; PrL,
prelimbic cortex; MO,
medial orbital cortex. (B)
Performance for the
recorded mice, 40 trials per
session. (C) Spike-raster
and peristimulus time histo-
gram of an example neuron;
trials sorted by odor samples.
(Top) Spike waveforms.
Shadows indicate SEM. (D)
Modulation of population
activity, which was normal-
ized in Z-score and averaged
across all trials for each
neuron. Results from all the
mice recorded with daily
lowering of electrodes were
presented in (D) to (H). (E)
Averaged firing rates for
neurons with enhanced and
suppressed delay-period
activity (bin of 100 ms).
Black blocks indicate bins
with enhanced delay-period
activity and significant
difference between learning
and well-trained phases, P <
0.05, Mann-Whitney U test.
Black blocks below indicate
significant bins for neurons
with decreased delay-period
activity. Shadows, SEM. (F)
PCA trajectories of popula-
tion activity after different
odor samples (bin of 200
ms). Arrows: time. (G) Dis-
tance in PCA trajectories.
Shadows indicate 95% con-
fidence interval (CI) from
bootstrap of 100 times. (H)
Correlations between
behavioral performance and
neuronal odor selectivity.
Each dot represents aver-
aged results from one
mouse. Statistics: 95% CI
from bootstrap of 100 times.
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during the learning phase exhibited higher de-
coding power for odor samples than in the well-
trained phase (fig. S33), which critically depended
on the neurons with significant delay-period ac-
tivity (fig. S34).
We then analyzed whether the delay-period

odor selectivity of neurons is correlated with the
behavioral performance of mice. The Euclidean
distance between delay-period activity after dif-
ferent odor samples was calculated for a given
neuron and then averaged for all neurons simul-
taneously recorded to represent neuronal selec-
tivity for each mouse in one day. Although only
2 to 13 neurons (median of 8) were simultaneous-
ly recorded each day from a mouse, significant
correlation between behavioral performance and
neuronal selectivity was observed during the
learning (days 2 to 5) but not well-trained phase
(Fig. 4H and fig. S35).
The importance of mPFC delay-period activity

in the learning phase of a WM task is consistent
with its central role in flexible cognitive control
in changing environments (2, 3, 12). However,
the DL-PFC activity in primates is important in
WM tasks after subjects are well trained (3, 12).
Because mPFC appeared earlier than DL-PFC
during evolution (12), the functional difference
betweenmPFC andDL-PFC suggests thatmemo-
ry retention in novel situationsmay represent an
evolutionarily more primitive function. It is not
clear which brain region in rodents is homolo-
gous or analogous to DL-PFC in primates (3, 12),
but delay-period activity in brain regions other
thanmPFC (3, 5, 19, 27–30) couldmediateWM in
well-trained mice. Activity of mPFC in other pe-
riods during the behavioral task may underlie
inhibitory control (14), decision-making (15), and
motor selection (16). Nevertheless, the present
finding underscores the notion that properly
regulated delay-period activity ofmPFC is critical
for memory retention in attention-demanding
WM tasks in novel situations.
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EVOLUTIONARY BIOLOGY

Rapid evolution of a native species
following invasion by a congener
Y. E. Stuart,1*†‡ T. S. Campbell,2* P. A. Hohenlohe,3 R. G. Reynolds,1,4

L. J. Revell,4 J. B. Losos1

In recent years, biologists have increasingly recognized that evolutionary change can
occur rapidly when natural selection is strong; thus, real-time studies of evolution can be
used to test classic evolutionary hypotheses directly. One such hypothesis is that negative
interactions between closely related species can drive phenotypic divergence. Such
divergence is thought to be ubiquitous, though well-documented cases are surprisingly
rare. On small islands in Florida, we found that the lizard Anolis carolinensis moved to
higher perches following invasion by Anolis sagrei and, in response, adaptively evolved
larger toepads after only 20 generations.These results illustrate that interspecific interactions
between closely related species can drive evolutionary change on observable time scales.

I
n their classic paper, Brown and Wilson (1)
proposed thatmutually negative interactions
between closely related species could lead to
evolutionary divergence when those species
co-occurred. In the six decades since, this

idea has been debated vigorously, with support
that has vacillated, depending on the latest
set of theoretical treatments and comparative
studies [reviewed in (2–5)]. However, tests of
interaction-driven evolutionary divergence have
been slow to capitalize on the growing recogni-
tion that evolutionary change can occur rapidly

in response to strong divergent natural selec-
tion [but see (6–9)]; thus, evolutionary hypothe-
ses about phenomena once thought to transpire
on time scales too long for direct observation can
be tested in real time while using replicated sta-
tistical designs.
An opportunity to study such real-time diver-

gence between negatively interacting species has
been provided by the recent invasion of the
Cuban brown anole lizard, Anolis sagrei, into the
southeastern United States, where Anolis caro-
linensis is the sole native anole. These species
have potential to interact strongly [e.g., (10)],
being very similar in habitat use and ecology (11).
We investigated the eco-evolutionary consequences
of this interaction on islands in Florida (12)
using anA. sagrei introduction experiment, well-
documented natural invasions by A. sagrei, ge-
nomic analyses of population structure, and a
common garden experiment. This multifaceted
approach can rule against several of the most
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